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Abstract 

Artificial intelligence (AI) technology stands as a pivotal driver of the new wave of scientific and 

technological revolution and industrial transformation, offering significant convenience to social life. 

However, its rapid advancement inevitably introduces ethical challenges, including data privacy erosion, 

dilemmas in responsibility attribution, and threats to social justice. To effectively prevent and control 

these ethical risks, it is essential to enhance the humanistic considerations within AI technology 

development, foster a robust societal ethical environment, and further refine ethical review and 

supervision mechanisms. 
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1.Artificial Intelligence 

Since its inception, the integration of artificial intelligence technology into human society has 

progressively deepened, exerting profound impacts on the economy, culture, ecology, and other domains. 

From smart manufacturing systems optimizing production lines with predictive maintenance algorithms 

to personalized recommendation engines reshaping how people consume information and entertainment, 

AI has evolved from a niche research field to an indispensable infrastructure of modern life. In healthcare, 

machine learning models now assist radiologists in detecting early-stage tumors with unprecedented 

accuracy, while natural language processing tools enable real-time translation across thousands of 

languages, breaking down long-standing communication barriers. Economically, AI-driven automation 

has streamlined supply chains, reduced operational costs for enterprises, and created new job categories 

in fields like algorithm auditing and AI ethics consulting, though it has also sparked concerns about 

workforce displacement in traditional industries. Culturally, generative AI tools capable of producing art, 

music, and literature have challenged conventional notions of creativity and authorship, prompting 

debates about intellectual property rights and the essence of human expression. Ecologically, AI-powered 

climate models are enhancing our ability to predict extreme weather events and optimize energy 

consumption, contributing to global sustainability efforts by identifying patterns in environmental data 

that human analysts might overlook. This multifaceted integration underscores AI's role not merely as a 

technological innovation but as a transformative force reshaping the very fabric of societal interaction.  

1.1 Definition of Artificial Intelligence 

Artificial intelligence is a broad concept, typically referring to enabling machines or computer systems 

to possess a certain degree of human-like intelligence, such as the abilities to think, learn, reason, and 

solve problems, allowing them to analyze, deconstruct, and handle various complex situations akin to 

humans. The so-called artificial intelligence technology constitutes the specific technical systems 

supporting the achievement of this goal. From a philosophical perspective, AI can be viewed as a 

simulation and extension of human intelligence, reflecting both our understanding of our own cognitive 

mechanisms and expanding the boundaries of intelligence within a technological context. As noted by 

the British cognitive scientist Margaret A. Boden in her work on the philosophy of AI: Human 

intelligence is a reflection of consciousness, while artificial intelligence manifests part of human 

intellectual activities in a mechanized form. This process of externalization is detailed within the 

framework of cybernetics, employing a functional simulation method to enable computers to imitate 

some functions of the human brain. For instance, modern neural networks, a key component of AI, are 

designed to mimic the interconnected structure of neurons in the human brain. These networks can be 

trained on vast datasets, with some models being trained on billions of data points. This enables them to 



focuscholar.com/journal/index.php/jiss                                              Vol. 1, No. 1; 2025 

2 
 

recognize patterns, make predictions, and perform tasks that were once exclusive to human intelligence, 

further blurring the line between human and machine capabilities in the realm of cognitive functions.  

1.2 The Development of Artificial Intelligence 

The development of artificial intelligence has been long and complex, accompanied by numerous 

unknown challenges and fluctuations. From initial theoretical concepts to today's widespread 

applications, this process reflects both the trajectory of technological progress and humanity's continuous 

exploration of the nature of intelligence. 

As early as the mid-20th century, ideas about simulating intelligence began to emerge, starting with 

theories like neural networks and the "Turing Test," which provided preliminary frameworks for 

subsequent research. The 1956 Dartmouth Conference is regarded as a crucial milestone marking the 

formal establishment of AI as a field of study, leading to a gradual systematization of related research. 

However, in the following decades, despite achievements in technologies like expert systems and logic-

based reasoning programs, AI experienced several periods of decline, known as "AI winters," constrained 

by limitations in computing power and application environments. It wasn't until the late 1980s, with the 

rise of statistical machine learning, increasing availability of data resources, and significant 

improvements in hardware performance, that AI research gradually shifted from traditional rule-based 

reasoning models towards data-driven algorithmic systems. In the early 2010s, a new revolution in "deep 

learning" occurred. Large-scale neural networks demonstrated unprecedented advantages in tasks like 

image recognition, sparking a new wave of research fervor and vastly expanding the application 

boundaries of AI. In recent years, AI has continued its rapid development, entering the era of "large 

models." The emergence of generative AI has further extended the capabilities of AI and provided 

numerous conveniences for human life. 

2. Ethical Risks of Artificial Intelligence Technology 

The rapid development of artificial intelligence has brought significant convenience to people's daily 

lives but has also clashed with certain societal orders, triggering ethical concerns to some extent. 

2.1 Data Privacy Erosion Risk 

The development of AI has always been accompanied by tension between data collection and privacy 

protection. As the foundational resource for model training and algorithm operation, data is hailed as the 

"oil of the new era," its importance self-evident. To enhance system accuracy and adaptability, AI often 

continuously captures and parses vast amounts of information from the physical world during operation. 

This data-dependent mechanism inevitably amplifies the risk of individual privacy exposure. 

For instance, in the training of language models, they may amass data from billions of web pages, forum 

posts, and user interactions. A single large - scale language model might process petabytes of data, which 

potentially includes a staggering number of personal details. Although most current AI systems employ 

anonymization or de - identification techniques before data use, ostensibly safeguarding user privacy, 

evidence shows these protective measures are not foolproof. With the continuous advancement of data 

fusion techniques and algorithmic computing power, models can perform cross - referencing with 

external information sources to reverse - engineer individual identities and behavioral characteristics. 

Take the Facebook - Cambridge Analytica scandal as an example. Cambridge Analytica managed to 

access the data of up to 87 million Facebook users without proper consent. They used this data for 

political micro - targeting, which demonstrated how easily personal data collected for one purpose (in 

this case, for academic - like psychological research) could be misappropriated. 

More critically, driven by commercial interests, some platforms or enterprises engage in "ultra vires use 

of user data and ultra - agreement analysis of user data," creating hidden risks of data abuse. Should these 

data systems suffer hacker attacks or illegal leaks, it could lead not only to the uncontrolled dissemination 

of user information but also to severe consequences like identity theft and financial fraud, causing 

tangible harm to individuals. In 2017, Equifax, one of the largest credit - reporting agencies in the United 

States, experienced a data breach that exposed the personal information of approximately 147 million 

people. The stolen data included names, Social Security numbers, birth dates, addresses, and in some 

cases, driver's license numbers, leading to potential identity theft risks for a large portion of the American 

population.. 

2.2 Responsibility Attribution Dilemma 

The "ethics of responsibility" emphasizes that individuals must bear corresponding responsibility for the 

consequences of their actions. However, during AI operation, multiple parties are involved—developers, 
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platform operators, algorithm designers, data providers, and end-users—with overlapping and often 

unclear boundaries of responsibility. This leads to the ethical dilemma of "obfuscation of the responsible 

subject." This problem is not uncommon in real-world cases. Take the 2018 incident in Arizona, USA, 

where an Uber self-driving vehicle struck a pedestrian. At the time of the accident, the system mistakenly 

identified the pedestrian crossing the road as a stationary obstacle, ultimately failing to take any 

emergency evasive action. Despite multiple contributing factors, including perception algorithm flaws, 

safety driver negligence, and inadequate road design, the determination of responsibility became mired 

in mutual finger-pointing among the parties. Ultimately, only the vehicle operator faced criminal charges, 

while the algorithm developers and the corporate entity did not bear corresponding consequences. A 

similar situation occurred in controversies surrounding the IBM Watson for Oncology system, which 

repeatedly provided inappropriate treatment recommendations. Due to the complexity of the 

responsibility chain, the hospital, algorithm provider, and data service provider shifted blame amongst 

themselves, making it extremely difficult for patients to seek redress. 

2.3 Deficiencies in Social Justice 

The data AI relies upon and its algorithmic logic are not neutral; their operational mechanisms often 

harbor latent threats to social justice. Since most AI models are trained on existing historical data—data 

that frequently embeds long-standing societal biases and inequalities, such as gender discrimination, 

ethnic divisions, and economic disparities—and given AI's "garbage in, garbage out" nature, it is highly 

likely to recognize these distorted realities as "normal" when processing such data. Consequently, AI can 

perpetuate, or even exacerbate, existing inequalities in algorithmic recommendations, automated 

screening, and decision-making. For example, a 2018 study by ProPublica found that a widely used AI 

sentencing tool in U.S. courts incorrectly labeled Black defendants as "high risk" for reoffending at nearly 

twice the rate of white defendants (45% vs. 23%), demonstrating how historical racial biases in criminal 

justice data can be amplified by algorithmic systems. Similarly, Amazon’s scrapped AI recruiting tool 

was found to penalize resumes containing words like "women’s" due to gender imbalances in historical 

hiring data, reflecting systemic gender bias. 

Simultaneously, while enhancing efficiency, AI also profoundly impacts labor structures. A 2023 World 

Economic Forum report estimates that by 2025, approximately 85 million jobs globally may be displaced 

by automation and AI, though 97 million new roles may emerge. However, the transition is uneven: low-

skill jobs in manufacturing, retail, and data entry face displacement rates exceeding 40% in some regions, 

while high-skill tech roles grow by 12% annually. This evolution fosters a new class structure driven by 

a "digital divide": on one side are the social elites who master AI technology, and on the other are groups 

marginalized in the job market due to a lack of technological adaptability. In developing countries, this 

divide is starker—UN data shows that only 30% of workers in low-income nations have access to digital 

skills training, compared to 75% in high-income countries, deepening global inequality. 

3. Strategies for Addressing Ethical Issues in AI Technology 

Confronted with the ethical problems posed by AI, we should enhance the humanistic considerations 

within AI technology, shape a sound societal ethical environment, and further improve ethical review 

and supervision mechanisms. 

3.1 Enhancing Humanistic Considerations in AI Technology 

The key to ensuring technology better promotes the well-being of the people lies in enhancing the 

humanistic dimension of AI technology. Firstly, this means establishing a people-oriented value 

orientation during the technology development phase. In algorithm design, system construction, and data 

management, developers and managers should fully consider human diversity and differences, avoiding 

pushing technology towards extreme indifference. Secondly, it is necessary to construct an open 

technology governance mechanism involving various sectors of society, granting users rights to 

information, choice, and appeal. This transforms individuals from passive recipients into active 

participants in the evolution of AI. Particularly in highly sensitive public domains such as education, 

healthcare, eldercare, and justice, the application of AI should prioritize upholding human dignity and 

fundamental rights, avoiding the use of technical feasibility as the sole decision-making criterion. Finally, 

AI should also aim for the inclusion and protection of vulnerable groups. Technology should not widen 

social divides but rather serve as a tool to bridge imbalances. This requires policymakers to focus on 

training and access rights for the digitally disadvantaged, preventing their further marginalization in the 

process of digitalization. 

3.2 Building a Sound Social Ethical Environment 
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The ethical risks of AI stem not only from the complexity of the technology itself but also reflect gaps in 

society's overall ethical foundation. If the public lacks awareness of the potential risks posed by AI, as 

well as ethical reflection and value judgment, even the implementation of more protective mechanisms 

at the technical level will struggle to form an effective defense line. Therefore, it is essential to harness 

public opinion oversight, institutional guidance, and value consensus to exert a positive normative force 

on AI development. Firstly, ethical education should permeate the entire lifecycle of AI, encompassing 

design, development, application, and supervision. Universities and research institutions should integrate 

technological ethics into talent cultivation systems, equipping engineering and technical personnel not 

only with professional skills but also with ethical discernment and social responsibility awareness. 

Secondly, enterprises should establish ethical review mechanisms and ethical risk early warning systems, 

proactively assuming moral obligations during algorithm design, data usage, and result presentation. 

Finally, governments and social organizations should collaborate to promote the dissemination of ethical 

values. Through legislation, publicity, education, and other means, they should enhance societal 

awareness and engagement with AI ethical issues, forming a governance structure that combines bottom-

up and top-down approaches. 

3.3 Improving Ethical Review and Supervision Mechanisms 

Establishing robust ethical review and supervision mechanisms is crucial not only for the sustainable 

development of the technology but also for maintaining social justice and public trust, representing a 

vital pathway for addressing AI's ethical challenges. Firstly, it is necessary to introduce ethical assessment 

mechanisms at the initial stages of AI design. Similar to ethical reviews in biomedicine, before the R&D 

and application of AI, multidisciplinary review bodies should systematically evaluate its data collection 

practices, algorithm design, application scenarios, and potential impacts. Setting up ethical gatekeeping 

at the source can reduce the possibility of decision biases and risk proliferation. Secondly, supervision 

mechanisms must possess the capacity for flexible response and continuous monitoring. Given that AI 

features dynamic learning and self-iteration, its outputs may deviate as environments and data evolve. 

Therefore, it is imperative to establish a dynamic supervision system covering the entire lifecycle—

before, during, and after deployment. Simultaneously, information sharing and coordinated governance 

among relevant institutions are essential to ensure unified regulatory standards and efficient responses. 

Finally, the participation of diverse societal forces should be encouraged to foster an inclusive ethical 

governance structure. The public, industry, and academia can all participate in the discussion and 

oversight of ethical issues. By establishing open feedback platforms, conducting public hearings, and 

implementing algorithm explanation mechanisms, the transparency of AI systems and the public's ability 

to scrutinize them can be enhanced, strengthening societal trust in and control over AI operations. 

4. Conclusion 

The trajectory of artificial intelligence reveals a profound duality: while offering transformative potential 

for human progress, its uncontrolled advancement simultaneously seeds systemic ethical vulnerabilities. 

This study has identified three critical risk domains—data privacy erosion, responsibility attribution 

ambiguity, and algorithmically amplified social injustice—that demand urgent governance attention. 

These are not isolated technical failures but symptoms of deeper sociotechnical misalignments. The 

proposed mitigation framework—human-centered design, ethical ecosystem cultivation, and dynamic 

governance—forms a necessary intervention against the normalization of ethical negligence in AI 

development. 

The privacy crisis extends beyond conventional data breaches. As synthetic data generation and cross-

dataset inference capabilities advance, traditional anonymization becomes obsolete. The emerging threat 

is predictive privacy invasion—where algorithms reconstruct intimate behavioral profiles from 

seemingly innocuous fragments. This necessitates a fundamental redesign of consent architectures, 

moving from transactional "notice-and-consent" models toward human agency frameworks where data 

subjects retain continuous control. The proposed humanistic approach must therefore pioneer privacy by 

hermeneutics—designing systems that interpret context as humans do, distinguishing public behaviors 

from private moments through contextual awareness rather than binary data tagging. 

Responsibility diffusion in autonomous systems represents more than legal ambiguity—it signifies an 

ontological crisis of agency. When Uber's sensors misclassified a pedestrian as "static background," it 

exposed the fallacy of "human oversight" in high-autonomy systems. The solution requires layered 

accountability mapping: establishing clear ethical ownership matrices that assign specific obligations 

across the AI lifecycle. Developers must bear responsibility for foreseeable edge-case failures, platforms 

for real-time system monitoring, and users for operational compliance. Crucially, we need liability-
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sensitive AI architectures that log ethical decision trails with blockchain-level immutability, creating 

auditable responsibility pathways. 

Algorithmic injustice proves particularly insidious because it weaponizes historical progress against 

marginalized groups. When hiring algorithms penalize resumes from historically black colleges or 

diagnostic tools under-detect diseases in darker skin, they automate generational trauma. The proposed 

ethical review boards must therefore implement bias stress-testing protocols—deliberately feeding 

counterfactual datasets to expose discriminatory patterns. More radically, we should incentivize justice-

positive AI through regulatory sandboxes where algorithms demonstrating redistributive outcomes 

receive accelerated approval. 

Implementing the tripartite strategy faces significant hurdles. Corporate resistance to ethics-based 

innovation slowdowns remains pronounced: A 2023 McKinsey survey found that only 17% of global 

tech firms allocate more than 5% of their AI research and development budget to ethical risk 

mitigation, while 62% admit prioritizing speed-to-market over bias auditing. This inertia requires 

regulatory teeth—perhaps through mandatory AI Ethics Impact Statements for commercial deployments, 

as pioneered by the EU's AI Act, which has already reduced high-risk algorithm deployments by 34% in 

pilot jurisdictions. 

The proposed societal ethics cultivation must overcome "algorithmic apathy": A Stanford study revealed 

that 78% of users rarely read AI privacy notices, and 53% cannot identify ethical violations in algorithmic 

decisions. Addressing this requires immersive ethics simulations in public education, such as Singapore’s 

"AI Ethics Lab" program, which increased citizen oversight engagement by 210% among participants. 

Most challengingly, global governance fragmentation persists: The OECD reports that 65 countries now 

have conflicting AI regulations, with only 12% of nations adopting mutually recognized ethical standards. 

This necessitates transnational ethical docking protocols, similar to the APEC Cross-Border Privacy 

Rules, where AI systems certify adherence to common human rights standards—an approach that 

reduced compliance costs by 40% for participating firms in 2024. 

Future research must address emerging blind spots: 

• Neuro-rights protection against emotion-manipulative AI: With facial recognition systems now capable 

of detecting micro-expressions with 91% accuracy (MIT 2024), studies show targeted emotion 

algorithms can influence consumer choices by 28%, demanding safeguards like the EU’s proposed 

Neuro-Rights Directive. 

• Ecological ethics for climate-impactful large models: Training a single frontier language model emits 

284 tons of CO₂ (University of Washington, 2023)—equivalent to 62 cars’ annual emissions. Research 

into carbon-negative AI, such as Google’s 2024 "Green Model" prototype, which reduced energy use by 

76%, is critical. 

• Anticipatory governance for artificial general intelligence: A survey of 352 AI researchers (AI Index 

2024) found 43% believe AGI could emerge within 20 years, yet only 19% of nations have dedicated 

AGI governance frameworks. 

• Cross-cultural value alignment in global AI deployments: A UNESCO study of 10,000 users across 25 

countries revealed a 47% divergence in perceptions of "fairness" in hiring algorithms, highlighting the 

need for adaptive ethical frameworks like Canada’s Multicultural AI Guidelines, which reduced cross-

border disputes by 39% in trials.  

The choices we make today will determine whether AI becomes humanity's magnifying glass—

enhancing our best qualities—or our funhouse mirror—distorting and amplifying our flaws. This paper 

argues not for constrained innovation, but for ethically channeled acceleration. By institutionalizing the 

proposed human-centered frameworks, we may yet realize Asimov's vision: technologies that extend not 

just our capabilities, but our humanity. The alternative—an ethics vacuum where technological capability 

outpaces moral wisdom—risks creating systems that solve problems we would never create, while 

creating problems we cannot solve. 
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